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PROFILER SETUP AND USE : MAC OS 
-OPEN XCODE

-NAVIGATE TO 
INSTRUMENTS 
AND THEN TO 
TIME PROFILER

-ATTACH THE 
EXECUTABLE 
FILE TO THE 
PROFILER AND 
RUN
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-RUN THE PROGRAM THOROUGHLY

-ONCE DONE, EXIT THE PROGRAM AND OPEN 
THE MAIN THREAD

-THE TOP SUBTHREAD IS THE PART OF THE 
PROGRAM WITH THE HIGHEST RUNTIME

-CLICK ON THE THREAD TO SEE 
SOURCE CODE AND LINE TIMES
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CALLTREE(GLOBAL):PERCENTAGE RUNTIME
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–-FDATA is the function with the largest 
runtime

—Even though FDATA is the function with 
the largest runtime, polynom is called more, 
and thus takes the highest runtime.

—Other functions with a high runtime are 
RANGE and ENERGY

—Since polynom is already optimized, 
optimization wa done for range AND 
FDATA

—-EnterCriticalSection and 
LeaveCriticalSection- These functions are 
used to protect shared resources from 
being simultaneously accessed by multiple 
threads. 

SLOWEST FUNCTION RUNTIMES



Parallelization Using OpenMP:
● Utilized OpenMP for parallel processing to optimize calculations 

across different sections, improving execution speed for large 
datasets.

Parallel Sections for Polynomial Terms:
● Split polynomial calculations for terms Y1, Y2, Y3, and Y4 into 

separate parallel sections using #pragma omp parallel 
sections to reduce computation time.

Parallelization of Correction Factor (FCOR):
● Computed FCOR (a correction factor) in a separate parallel block, 

ensuring faster adjustment for particle characteristics.

Optimization Outcome:
● Through parallel sections, computational efficiency improves 

significantly for large datasets, leveraging multi-threading for 
faster processing.

Parallel Section

PARALLELIZATION CODE IMPLEMENTATION AND EXPLANATION
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Using new RANGE 
Function

With Old RANGE 
Function

Using new FDATA Function

–Implementing 
parallelization in both 
functions, FDATA and 
RANGE, program Global 
seems to be working faster 
only when the new RANGE 
function is implemented. 

–This change is not very 
noticeable, even for heavy 
calculations 

– Research would suggest 
there is no point in 
parallelization of FDATA

–The new function 
FDATA makes the 
program considerably 
slow. 

PARALLELIZATION RESULTS
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-CODE TO FIND PROGRAM RUNTIME 

-DISPLAYS SAID TIME IN A POPUP WINDOW 

-USES INBUILT CHRONO(HIGH PRECISION TIMER) 
FUNCTION TO CALCULATE RUNTIME

-RUN TIME CALCULATOR NOW 
IMPLEMENTED IN GLOBAL

-CHECK TICK BOX TO DISPLAY 
RUNTIME

-SOURCE CODE FOR 
IMPLEMENTATION

IMPLEMENTATION AND USE OF TIMER 
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